Does thought require that we understand a language?
We begin with a dichotomy.  Judgment (=belief) either

I. can exist without mental representations (ideas in the mind, which could, but need not, be taken as signs).  In such a case, to make a judgment would just be for the mind to perceive some object, fact, or proposition that was external to the mind.

We have seen 2 versions of this theory:

A. Frege: thoughts are just different ways of presenting (= propositional senses) one of two objects: the true or the false.  To make a judgment is to affirm that a thought is true, i.e., that a propositional sense refers to the true.  But this theory has a difficulty explaining how there are false judgments, and why there are just 2 truth-values.  After all, why aren’t all saturated functions (the referents of propositional signs) “facts,” hence making all propositions true?  And why must the result of saturating a function with the right number of arguments make just two truth-values, and not more?  Finally, Frege counts the likes of “If Alfred, then Alfred” as true (since it’s a conditional in which both antecedent (“Alfred”) and consequent (“Alfred”) do not refer to the true.
B. Russell: judgments “arrange in thought” the objects in the fact that, if it existed, would make it true.  But Russell’s theory fails to explain two things: what is it to arrange objects “in thought” (as opposed to in reality), and why are certain such arrangements of objects in thought nonsense – thus not capable of being judgments.
or

II. requires mental representations.  Here we have two options:

A. (the mere consciousness of) just any mental representations can constitute judgment.  But surely this isn’t the case, since the mere image of a person doesn’t yet constitute a thought (e.g., that that person exists).  Also, as Berkeley argues against Locke, the mere presence of an image in my consciousness cannot constitute a general term.  And ‘general terms’ – what Frege, Russell, and Wittgenstein call ‘functions’ (e.g., _is red, _is to the left of _) are involved in all thoughts.

B. It’s not the case that (the mere consciousness of) just any mental representations can constitute judgment.  Rather, these representations must be propositional signs, such as “Fa,” “aRb,” etc.

1. Every distinct sign in a propositional sign gets its meaning by referring to some object.  This is the view of Frege and Russell.  But this is false: the logical operators (the T’ and F’s in a truth table, or the operator N) don’t get their meaning by referring to anything.  Thus there are no “logical objects.”  Similarly, predicates or relation-signs don’t get their meaning by referring to anything.  Rather, their role in a proposition is just to say something about the objects referred to by the names in the propositional sign.  (Furthermore, the truth-table notation shows that Frege’s and Russell’s judgment-stroke “├” is useless – hence meaningless – because a truth-table expression of a proposition already can be used by itself to say that its sense is true.
2. Judgments require propositional signs, which include signs that don’t get their meaning by referring to anything.

a. The perception of a propositional sign by itself constitutes a judgment.  But this can’t be right, since the sign must also be ‘applied:” interpreted by the semantics of a language (system of signs) in order to ‘project’ its sense: to show what’s the case if the proposition is true, and to say that this is how things are.

b. Thus a judgment requires two things: first, the perception of a propositional sign (a fact in the world); and, second, the understanding of a language that enables one to apply, or project, the sign as saying something about the world.  Thus the thinking mind must be capable of doing both things (perceiving propositional signs, and interpreting them according to the semantics of a language).

Assumption:

Something not explicitly said in a proposition at a given level of analysis, but which must be true if the prop is to be true.

E.g., “The K is B” assumes that there is one and only one thing that’s a K.  This assumption gets stated explicitly in an analysis of the proposition according to Russell’s theory of definite descriptions:

Ka, Kb, Ba, Bb
 T  t   t   t | f

 T  t   t   f | f

 T  t   f   t | f

 T  t   f   f | f

 T  f   t   t | t
 T  f   t   f | t
 T  f   f   t | f

 T  f   f   f | f

 F  t   t   t | t
 F  t   t   f | f

 F  t   f   t | t
 F  t   f   f | f

 F  f   t   t | f

 F  f   t   f | f

 F  f   f   t | f

 F  f   f   f | f
Or, “Superman is Clark Kent” assumes that there’s at least something that’s a Superman and a Clark Kent, and no pair of different things that are both:
Sa, Ka, Sb, Kb

 T  t   t   t | f

 T  t   t   f | f

 T  t   f   t | f 

 T  t   f   f | t 

 T  f   t   t | f
 T  f   t   f | f

 T  f   f   t | f

 T  f   f   f | f

 F  t   t   t | f

 F  t   t   f | f

 F  t   f   t | f

 F  t   f   f | f

 F  f   t   t | t
 F  f   t   f | f 

 F  f   f   t | f

 F  f   f   f | f
Presupposition:

Something not explicitly stated at a given level of analysis, but which must be true if the proposition is to have the truth-functional structure displayed at that level.

E.g., the truth-functional structure of “The K is not K” is actually contradictory:

K(the K)
T

|
F

F

|
T
But this presupposes the definition: 

({Φ(the K) ( [((x)(Kx & Φx) & (((x)((y)(Kx & Ky)]}

Just as assumptions can be stated, some presuppositions can be eliminated through analysis. E.g., “The K is not K” would be analyzed in either the N-notation or a truth-table like the following:

Ka, Kb

T    T
| F

T    F
| F

F    T
| F
F     F
| F

But some presuppositions appear even in completely-analyzed propositions.  These include the following:

The objects mentioned in the proposition’s elementary propositions necessarily exist:

(((x)(x = a), (((x)(x = b), etc.

Which, by the way, implies that it’s necessary that some objects exist:

(((x)(x = x).

But these presuppositions could be expressed in a logical notation only by employing the identity-sign.  Thus they’re nonsensical.

The same goes, ultimately, for tautologies.  These are ineliminable presuppositions.  For example, the truth-table showing that 

((p & (p)

T T  F   FT

F T   T  TF

T F   F  FT

T F   F  TF

Is actually a tautology presupposes ((p & (p) in ruling out rows 2 and 3 as failing to display possible combinations of truth or falsehood to “p.”

Thus this tautology, like all others, could be expressed so as to display its truth-functional structure (here, that it’s a tautology: true on all possible combinations of truth-value assignments of its elementary propositions) by presupposing itself.  Hence, according to the Basic Demand, it’s nonsense.
All propositions, at all levels of analysis – including the final one – must make such presuppositions.  These aren’t presuppositions of their truth, but of their sense – i.e., their having their particular truth-functional structure.
