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Foundations of Arithmetic (1884) and Begriffsschrift (= Conceptual Notation) (1879)

Frege developed modern logic, later employed as the basis of analytic philosophy of language, in order to prove a view of arithmetic.  Ultimately, Frege didn’t realize what a great accomplishment he had made, and spent the last 20 years of his life depressed, believing that he was a failure.

Psychologism is the view that psychology is the most basic science, including physics, mathematics, and logic.  Psychologism is a type of empiricism, i.e., the view that sense-experience is the basis of all knowledge.  According to psychologism, statements about numbers are really just statements about ideas, or mental representations within someone’s subjective mind; and truths about numbers are really just empirical generalizations about the ways in which people happen to think.

For example, according to psychologism, the numeral “1” really means just some image in my mind (say, 1 or | ), the numeral “2” really means just some other image in my mind (say, 2 or || ), the numeral “3” really means just some other such image (say, 3 or ||| ); and the symbol “+” really means just some psychological process of combining ideas; etc.

Furthermore, the equation “1+2=3” is true only insofar as I, or perhaps people in general, have a tendency to combine the images | and || into the image ||| .

Frege has several arguments against psychologistic theories of arithmetic:

1. Since the science of psychology itself uses arithmetic (in collecting, measuring, and processing data), it would be absurd to hold, as does psychologism, that the science of psychology could also ground arithmetic.
2. The things that psychology studies – e.g., sensations and mental pictures – change over time, whereas arithmetical truths hold at all times.  We can make statements using numbers (say, in geology) about times before human beings developed arithmetic, and even before human beings evolved.  

3. Sensations and mental pictures are by their very nature vague, whereas arithmetic is precise.
4. Psychologism has the absurd consequence that we can count only ideas, or mental representations – whereas we can in fact count anything, including physical objects.

5. Psychologism cannot account for our ability to do arithmetical operations with large numbers.  For it is surely impossible for our imagination to distinguish 13,543 sensations or mental pictures from 13,544 sensations or mental pictures.

6. Psychologism confuses someone’s thinking, or believing, a proposition with the proposition’s being true.  It fails to see that someone – or even all human beings at a given time – can believe something that is nevertheless false.  

7. Ultimately, psychologism fails to grasp the difference between the way someone does actually behave (add, subtract, etc.) with the way in which someone ought to behave.  That is, psychologism is “blind” to the normativity of arithmetic.
Kant’s view of arithmetic is ultimately psychologistic, since it maintains that arithmetic isn’t true of things in themselves, but rather just of time, which is a “subjective” form of the perception of objects.

Frege’s alternative view of arithmetic is logicism, the view that arithmetic is based exclusively on logical laws and definitions.  In order to prove logicism, Frege must naturally prove two things.  First, he must prove that the truths of arithmetic follow deductively from general laws, without appeal to facts about particular objects.  Frege calls a truth that can be proved in this way a priori (Latin for “from before [sense-experience]”), as opposed to a posteriori (Latin for “from after [sense-experience]”).

Second, he must prove that the truths of arithmetic follow deductively from the laws of pure formal logic.  These are laws that do not belong to any particular science (such as physics, biology, or psychology), but are entirely general.  Such laws are true not just of some things (e.g., physical objects, living things, mental objects, etc.), but are true of everything.  Frege calls a truth that can be proved in this way analytic, as opposed to synthetic.  (Note that all analytic truths are a priori.)
In order to prove that arithmetic is analytic, Frege must construct a proof of the basic laws of arithmetic in which every single presupposition is made explicit.  For if any presupposition went unmentioned, it might be the case that something other than logical laws and definitions were presupposed by the proof – in which case the conclusion would not be shown to be analytic.

Frege came to see that neither ordinary language nor traditional (Aristotelian) logic is up to the task of proving that arithmetic is analytic.  The problem with ordinary language is that there is no clear way of determining whether one proposition follows logically from another.  Aristotelian logic helps to remedy this problem with the introduction of a logical symbolism for expressing propositions, and a set of rules of deduction for determining which propositions follow logically from which.  The problem with Aristotelian logic is that it does not express the content of propositions in enough detail to be able to state all of their logical relations to other propositions.   

The big failing of Aristotelian logic is that it forces every proposition into the mold of having just one subject.  For this reason, it cannot express logical relations that hold among propositions in virtue of their containing two or more subjects.

A simple case of an inference that cannot be expressed in Aristotelian notation is that from

Premise A: 1<2

Premise B: 2<3

it follows that
1<3
.

What is needed in order to express this inference is called the logic of relations, developed largely by Frege and still in use in logic and mathematics today.  Relations are predicates that pertain not just to a single subject/object, but rather that pertain to 2 or more objects.  

Using the modern theory of relations, the above inference is easy to show:

We start with the 2 premises in the above argument:

Premise A: 1<2

Premise B: 2<3

We then add a premise that states the relation of less than is in general transitive:
Premise C: ((x)( (y)((z)([x<y & y<z] ( x<z)

We can then substitute “1” for “x”, “2” for “y”, and “3” for “z”, yielding

Conclusion A: [1<2 & 2<3] ( 1<3

Now Premises A and B together clearly entail


Conclusion B: 1<2 & 2<3

And Conclusions A and B together clearly entail

Conclusion C: 1<3

The crucial thing here is that Premise C involves the relation of “<”, which pertains to two objects – namely those whose names flank it.  To show this, it’s best to express “<” as “x<y”.

Such limitations of Aristotelian logic give Frege criteria for the adequacy of a proper logical notation, or Begriffsschrift.  Such a notation must be able to do 2 things: 

A. express all (and only) propositions, i.e., all and only things that are either true or false;
and

B. state all logical relations that propositions have to each other.  Thus if some proposition p logically implies some proposition q, then both these propositions and the inference rule by which p logically implies q must be able to be stated in the notation.  Logical relations among propositions are called inferential, since they are involved in logical inferences from some propositions to others.  

For Frege, requirements (A) and (B) hang together in the following way: Propositions are the (semantic) content of thought (i.e., what we think when we think something), and propositions stand essentially in inferential relations to each other.  Thus it makes good sense that a language that fulfilled (B) would also somehow be able to fulfill (A).  In fact, Frege chooses the name “conceptual notation”, or Begriffsschrift, for his logical symbolism because he intends it to symbolize what he calls the conceptual content of all propositions.  And the conceptual content of a proposition consists in its inferential role, i.e., the fact that it follows from certain propositions, and that it implies other propositions.  

Frege’s main books:

1879: Begriffsschrift (concept-script), a formal language, modeled on that of arithmetic, of pure thought

1884: Foundations of Arithmetic

1893, 1903: Basic Laws of Arithmetic
Frege’s definition of the numbers (in purely logical terms) requires a couple of things:  

A. The distinction between concepts and objects falling under the concept: This can’t be given a formal definition, because every attempted definition would have to already use the distinction.  Examples include Black Beauty falling under the concept horse, Bill Clinton falling under the concept former President of the United States, etc.  In each case, the class (or “set”) of objects falling under a given concept is that concept’s extension.  

B. These definitions allow Frege to define the natural numbers as follows:
First, Frege borrowed Leibniz’s definitions of the natural numbers:

1 = 0 + 1

2 = 1 + 1

3 = 2 + 1

4 = 3 + 1

Addition of the numbers x and y is defined in this way.  For example, 2+2=4 because 

2  = (1 + 1).
So 

2 + 2 = 1 + 1 + 1 + 1.

And 

4 = 3 + 1,

where 3 = 2 + 1,

and

2 = 1 + 1,

So

4 = 1 + 1 + 1 + 1

So we can get a complete definition of the numbers if we define:

0

1

and

x + 1 (the successor relation)
0 is the number belonging to the concept object not identical to itself.

0 = x(x = x)

1 = x(x = 0)

2 = x(x = 0 or x = 1)

That is, 2 is identical the “union,” or sum, of the sets containing 0 and 1.  This is represented by the disjunction “either x = 0 or x = 1.”
1 is the number belonging to the concept identical to 0.
2 is the number belonging to the concept identical to 0 or 1.

3 is the number belonging to the concept identical to 0 or 1 or 2.
F is the successor of T:

Everything that’s an T is a F.

There exists exactly one F that’s not a T:

(Ex){Fx & ~Tx & ((y)[(Fx & ~Tx) ( y=x]}

The paradox in Frege’s logical system:

In 1902, Bertrand Russell discovered a deep and fatal paradox in Frege’s logical system.  Some unproblematic axioms include;

One can infer conclusion “s” from the premises “r implies s” and “r”. 

And 

If everything is an F, then (object) a is an F.

But his system also includes Axiom V, roughly:

x(Fx) = y(Gy) =Def. (x)(Fx ( Gx)  .

He needs this in order to make the connection in his definitions of the natural numbers from what’s true of concepts to what’s true of the extensions of these concepts.  Frege defines classes in terms of the extension of concepts.  But since he leaves it entirely open what can be in the extension of a concept, he leaves it entirely open which things can be contained in a class.  It thus makes sense to ask, for any class, whether it is a member of itself.  The class of persons, for example, is not a person, and thus not a member of itself.  But the class of all classes is a class, and is thus a member of itself.  Russell pointed out that the class of all classes that are not members of themselves presents a problem for Frege’s definition of classes.  On the one hand, if it is a member of itself, then it is not a member of itself.  On the other hand, if it is not a member of itself, then it is a member of itself.  Both options are contradictory.  Thus Frege’s crucial definition of classes implies a paradox, and must be rejected.

Russell’s proposed solution to the paradox:

The key to Russell’s alternative is to ensure that no function (or concept) can fall under its own extension.  In order to do this, Russell develops his theory of types of things.  The lowest type of things consists of individual things (such as pens).  The second type of things are first-order concepts, which apply to objects of type one.  For Russell, a function (or concept) must always be of a higher type than its extension.  Functions (or concepts) themselves can then fall under the extension of higher-order functions, etc.
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